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Abstract 

 

The project titled “Recurrent Rhapsody: A Prompt-Driven Song Generation Pipeline” is a Recurrent Neural 

Network (RNN) based three-stage architecture for music generation. The project is aimed to produce an enhanced 

intelligence system by combining several machine learning algorithms such as Long Short Term Memory (LSTM), 

Gated Recurrent Unit (GRU), and sentence-BERT embeddings. At each of the three stages, models performing 

specific tasks are trained on separate but interlinked datasets and the results produced are compiled and presented 

as a coherent desired output. The experiments carried out during the course of project development culminate in a 

sequential pipeline that, given a textual prompt, generates a complimentary song-lyrics combination. 

 

1. Introduction & Background 
 

Recurrent Rhapsody is a three-component pipeline made up of three distinct neural networks that when combined result in the 

production of a novel sequentially dependent application. In the first part, an LSTM model generates lyrics of a song, given a 

prompt. This song is then fed into the second stage, sentence-BERT embedding and cosine similarity-based algorithm, where a 

similarity mapping is done to obtain the song with the most similar lyrics to the one generated. The MIDI track for this resultant 

song is then fed into a neural network model as the priming sequence to generate a new backing track. The lyrics along with this 

track are then output as the final results of the pipeline ready to be combined. 

 

In the past, the studies conducted on the topic of lyrics generation were restricted to using Recurrent Neural Networks (RNN) or 

Gated Recurrent Units  (GRU) for particular genres.  Potash et al [1] made an effort to compose lyrics for a specific musician. 

But because their algorithm was trained on a particular singer, it was limited in its performance in producing lyrics for a genre. 

Watanabe et al [2] investigated the development of a model that generates complete lyrics for a given input music. To achieve 

melody condition lyric creation and generate lyrics by matching the words to the relevant tune, with impressive results, they use 

a well-studied RNN-based language model. Gill et al [3] focused on using an input sample lyric and employing Long Short Term 

Memory (LSTM) network to generate lyrics for a particular genre. 

 

Furthermore, numerous attempts have been made to artificially generate music sequences using different machine-learning 

techniques. The most common approach to address this problem is to use recurrent neural networks. This is because these 

algorithms work well with time series data and music generation is an inherently temporal problem. Some of the most noticeable 

examples of music generation using RNN include “deepjazz” [4],  a two-layer LSTM model that learns from input MIDI files, 

Magenta’s MusicVAE [5], Wu et al’s [6] hierarchical recurrent network composed of three LSTM sub-networks, etc. RNNs 

were primarily used in early techniques to create music for a single instrument. Other deep learning methods such as 

convolutional neural networks (CNNs) and generative adversarial networks (GANs) have also been used to synthesize music. 

For example, DeepMind's WaveNet is a deep generative model for audio synthesis that creates realistic, high-quality audio 

waveforms using a dilated causal convolutional neural network.  

 

Yang et al [7] developed MidiNet which employs Deep Convolutional Generative Adversarial Networks (DCGANs) to produce 

multi-instrument music sequences. Dong et al [8] made  MuseGAN, which used several generators to produce synthetic multi-

instrument music that respects interdependencies between instruments. Lifelike synthetic music has also been produced using 

deep generative models like GANs and Variational Autoencoders (VAEs).  

 

2. The Recurrent Rhapsody Pipeline 
 

As indicated in the preceding section, the project is made up of three sequentially connected distinct models and the output of 

each of these serially feeds the input of the next model in the pipeline. A diagrammatic illustration of the model pipeline is shown 

in Figure 1 below. The first model in the pipeline which is referred to as component 1 in this report, is a bidirectional LSTM [9] 

model that given a text prompt of a few characters and the number signifying the length of string to be output can generate song 

lyrics based on the input. The second model which is referred to as component 2 in this report is a pre-trained S-BERT [10] 

model from huggingface [11]. This model produces word embeddings that help identify a priming sequence. The output of this 

component of the pipeline is the aforementioned priming sequence which is simply a MIDI file [12] that is used as input for the 

third component. 
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Figure 1: Illustration of the Recurrent Rhapsody music generation pipeline 

 

The third and last component of the pipeline is a Recurrent Neural Network model that given the priming sequence, can generate 

the rest of the notes for an instrumental piano backing track. The subsections that follow, explore each of these models and their 

characteristics in detail. 

 

2.1 Component 1: Bidirectional LSTM for Generation of Lyrics 

 

The first component of the pipeline as briefly explained in section 4 above is a bidirectional LSTM model with four layers. The 

dataset used to train this model is sourced from Kaggle [13]. It is approximately 450 MB in size and is composed of two files – 

artists-data.csv and lyrics-data.csv. For our model, we use only the lyrics-data.csv file that contains lyrics of songs from eight 

different languages, including English, scraped from a Brazilian song portal called Vagalume [14]. A snippet of the dataset is 

shown in Figure 2 below –  

 

 
Figure 2: Illustration of the lyrics dataset used to train Component 1 LSTM model 

 

 

As part of pre-processing the dataset, all non-English songs were removed from consideration. Further, to scale down the extent 

of computing resources and training time, a subset of the original dataset was obtained that contained songs from the artists – 

Twenty One Pilots, Queen, AC/DC, and ABBA. The number of distinct song lyrics used was 641. A word frequency distribution 

of the final cleaned text corpus used for training is shown in Figure 3.  

 

 
Figure 3: A plot of the frequency distribution of the number of words for each lyrics file extracted 

 

Further, the lyrics are then tokenized and converted into n-gram sequences using a sliding window approach. This is because n-
gram sequences are the natural choice of input in language modeling tasks such as the lyrics generation problem because they 



preserve the context provided by the previous n-1 terms therein. To convert the n-gram sequences into a series of inputs X for 

the model, all but the last element of the n-gram sequences is chosen. This last element is stored separately as a label and the 

prediction task is posed as a prediction of this label i.e., the last element of the n-gram sequence. A diagrammatic representation 

of the four layers of the bidirectional LSTM model is shown in Figure 4.  

 

 
Figure 4: LSTM model of component 1 trained to predict the next word in the sequence of n-grams. 

 

The first layer is the embedding layer that maps the input n-gram sequences into dense vectors of size 40. These dense vectors 

are then fed into the bidirectional LSTM layer that is made up of 250 units capable of capturing long-term contextual 

dependencies in the input n-gram sequences. The third layer is the dropout layer where the dropout rate has been specified as 

0.1. This layer helps prevent overfitting and maintain generalization in the model by randomly dropping some of the LSTM units 

during the course of model training. The last layer of the model is the dense layer which has a SoftMax activation function that 

outputs the probabilities of each word in the vocabulary to be the next word in the sequence. A summary of the model is shown 

in Figure 5.  

 

 
Figure 5: Summary of component 1 LSTM model 

 

This model was then compiled using the categorical cross-entropy loss function and Adam optimizer. The evaluation metric used 

here was the accuracy value. The training curve for the model is shown in Figure 6 below. The training process was initialized 

for 200 epochs but was terminated after 40 epochs as the calculated loss stagnated at this point and did not show any improvement 

for 3 consecutive epochs. The batch size used is the default value of 32 and the model achieved a training accuracy of 74.36%.  

  

 



 
Figure 6: Training Accuracy plot for component 1 LSTM model 

 

 

2.2 Component 2: Priming Sequence Identification using S-BERT and Cosine Similarity 

 

The second component of the pipeline is responsible for the identification of the priming sequence required for backing track 

generation by the third component’s Recurrent Neural Network (RNN). This operation is performed so that music complementary 

to the lyrics generated by component 1 is produced by the pipeline. In order to achieve this, the first step was to identify those 

MIDI files used in the third stage of the pipeline for which metadata was available. In order to achieve this, metadata files for 

the lakh piano dataset were perused and a file cross-linking these MIDI files to the Million Song Dataset was identified [15]. The 

Million Song Dataset is a large repository that contains information regarding various songs such as track id, artist name, etc. 

Using the cross-referenced file and the million songs repository, the titles, artist names, and MIDI ID for the tracks was localized 

and stored as a separate data frame. The next step was to find the lyrics for each of the entries in this newly created dataset. In 

order to do this, the Musixmatch API [16] was used. The resultant dataset is shown in Figure 7. 

 

 
Figure 7: Dataset referenced to create component 2 embeddings 

 

It was observed that there were songs for which no lyrics were available which is plausible since many MIDI tracks were 

instrumental in nature. Further, some non-English tracks were also present in the dataset. Firstly, all the songs for which lyrics 

were not found were naturally eliminated from the dataset. Further, the langdetect [17] library in Python was used to remove all 

non-English songs from the dataset. In addition, we used the sentence transformer library which is built on top of Huggingface’s 

transformers library to load a pre-trained BERT-based model namely the 'bert-base-nli-mean-tokens', i.e., the Sentence-BERT, 

to generate embeddings for each of the lyric entries in the dataset. These embeddings were then saved as a pickle file. With these 

embeddings at hand, given a text, the same pre-trained model can be used to generate embeddings for this text. Following this, 

the cosine similarity between each of the embeddings in our saved file and the new embedding is calculated, and the saved lyrics 

embedding for which this score is the highest is identified as the source of the priming sequence to be fed into the third stage of 

the pipeline – the backing track generation model.  

 

2.3 Component 3: Recurrent Neural Network for Music Generation 

 

Given the generated lyrics and a complementary priming sequence in the available MIDI dataset, the next step is to create an 

RNN model that is capable of taking in this priming sequence and generating a completely new backing track. This was achieved 

in the third stage of the pipeline. The dataset used to train the model is the lakh pianoroll dataset’s LPD-5 cleansed version that 

contains 21,425 five-track pianorolls. The dataset itself is stored in a fairly complicated directory structure as compressed npz 

files and several functions had to be written to extract pianorolls from the dataset given a MIDI file’s ID. In order to scale down 

the training task, only a subset of the dataset was used which included MIDI files associated with the bands - 'Abba', 'Queen', 

'Green Day', 'Muse', 'The Cranberries', 'Radiohead', and 'My Chemical Romance'. The size of this subset was 177 five-track 

MIDI files.  

 



Further, as stated earlier, each of these MIDI tracks are stored as npz files in a cascading directory structure so functions had to 

be written to extract these files and convert them to MIDI tracks. Each of the MIDI files is composed of five instruments out of 

which we only consider the piano for the present problem. Thus, for each of these files, the piano track was extracted and 

converted into a list of notes represented as integers which is the input to our model. The model used in this component is not a 

vanilla RNN but rather an advanced version of it called GRU or the Gated Recurrent Unit [18]. The model is made up of four 

layers in total and the summary is illustrated in Figure 8 below.  

 

 
Figure 8: Summary of the gated recurrent unit – GRU model for next note prediction 

 

The first is the embedding layer which takes in the integer list of notes and converts it into dense vectors. These are then fed into 

the two layers of the gated recurrent unit and the output of the gated recurrent unit is then decoded to produce a probability 

distribution of over 320 possible notes.  

 

 
Figure 8: Training loss curve for component 3 GRU model 

 

The loss function used during training is the cross entropy loss and the SoftMax activation function is used during evaluation to 

pick the note with the highest probability from amongst the produced distribution. A plot of the observed loss over the training 

epochs is shown above. The model was trained for 40 epochs and the training terminated when the observable loss value was 

about 0.05.   

 

3. Experimental Setup 
 

The entire project was created using Python 3.10.11 and its various libraries. The first component, an LSTM model for text 

sequence, i.e. lyrics prediction, was built using TensorFlow.keras. The second component used to obtain a complementary 

priming sequence was built using a pre-trained sentence-BERT model from hugging face interfaced using the sentence tokenizer 

library. The third component, a Gated Recurrent Unit-based model, was built using PyTorch. The first and second components 

of the model were trained in the Google Collaboratory environment using the NVIDIA Tesla T4 GPU. The third component was 

trained using Jupyter on the local machine using a 1.1 GHz Quad-Core Intel Core i5 processor and no dedicated GPU.  

 

4. Integration Results and Conclusions 
 

Once each of the three models was trained and prepared separately, the task was to combine and pipeline these components 

together sequentially so that the desired output could be produced. The pseudocode of a function that was written to achieve this 

is illustrated in Figure 9 below. This function references and loads each of the pre-trained models and makes sure the appropriate 

operations are being carried out so that the output of each t-1th component is compatible with the input dimensions of each tth 

component.  



 
Figure 9: Pseudocode for component integration 

 

Using the above-illustrated function, a sample text input of 4 words was provided to the pipeline model as shown in Figure 10 

below. This prompted the generation of lyrics and backing track combinations that were complementary to each other. The 

resources section lists the link to the Collab notebook where this pipeline can be loaded and tried out in real-time.  

 

  
Figure 10: Output of Recurrent Rhapsody 

 

5. Resources 
 

The code for the entire project can be found at the GitHub repository – https://github.com/harshitaachadha/Recurrent-Rhapsody. 

The details of the datasets used during the training procedure of each of the models are tabulated below –  

Table 1: Data resources used 
DATASET SOURCE USAGE LINK 

Song Lyrics from 79 Musical Genres Kaggle Component 1 Linked here 

Million Song dataset Official Repository Component 2 Linked here 

The Lakh Pianoroll dataset Official Repository Component 3 Linked here 

The lakh MIDI dataset Official Repository Component 2 & 3 Linked here 

 

 

 

 

https://github.com/harshitaachadha/Recurrent-Rhapsody
https://www.kaggle.com/datasets/neisse/scrapped-lyrics-from-6-genres
http://millionsongdataset.com/
https://salu133445.github.io/lakh-pianoroll-dataset/dataset
https://colinraffel.com/projects/lmd/
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